
Week 14

Other numerical methods in biology



Scatter plot 

Shows the relation between two variables

Can we quantitatively measure the strength of relationship 

between variables? 

Linear regression is a form of regression in which one exploratory 

variable is used to predict the outcome of a response variable. 



Covariance 

mean of x= 2.0525

mean of y = 55.4125

Sx = 0.7916

Sy= 13.6537

n=80

Does Y get larges (smalleR) as Y increase? 

Covariance > 0 if X and Y variables gets larger

Covariance < 0 if X and Y variables moves opposite direction



r=-0.987r=+0.9538

Correlation coefficient always lies between -1 to +1



Fitlm and polyfit functions

b = fitlm(hist',genetrial')

[co,S]=polyfit(hist,genetrial,1)



Remember that correlation coefficient is an indicator of the strength of a linear 

relationship between two variables, but its value generally does not completely 

characterize their relationship

Correlation sets



Properties of r2

0 =< r2 =< 1

if r2 = 1, it represents a straight line

if r2 = 0, it indicates no correlation between y and x

Larger the r2 means higher correlation, but not always



R2 gets smaller by the size of Slope = 1.63 

Intercept = -3.35



Gene expression in different cells



What is the covariance between different cell types?



In linear regression, a single independent variable was present. A total of two variables. In 

multiple regression, y dependent variable (response variable) depends on a many 

explanatory independent variables. 

Now we can define linear function as
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It is also called as population regression equation. 

y varies normally with a mean given by the population

regression equation

MULTIVARIATE REGRESSION



• y - dependent variable or also called response variable

• x
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are called independent variables 

or explanatory variables.

• X values can either quantitative or categorical. 

Y = constant (a) + b
1
x

1 
+ b

2
x

2 
+ b

3
x

3
.... + b

k
x

n

MULTIVARIATE REGRESSION



Examples of multivariate regression

mdl = fitlm(X,Y)

3. Dependence of home price to location, size, 

type etc. (home market)

2. Dependence of cancer risk to several genes (biology)

4. Dependence of hormone levels to genes 

(health) 

In Matlab

5. Dependence of reading score to mothers educaiton, 

age, gender, family income etc. (social science)



Dependence of cell growth to expression of geneX, geneY

and geneZ

Cell growth  = 47 + 0.28geneX -0.003geneY-0.30geneZ



Dependence of hormone levels to expression of geneX, 

geneY and geneZ



Let’s find the predicted cell growth for a sample with an 0.3 average in geneX and 0.6 in geneZ.

The explanatory variables are geneX and geneY. The predicted cell growth is 

Lets predict cell growth 

Cell growth  = 47 + 0.28(0.3) -0.30(0.6)

Cell growth  = 47 + 0.28gene-0.3geneZ

We conclude that geneX and gene Z contain useful information for predicting cell growth 

Cell growth  = 47 + 0.28geneX -0.003geneY-0.30geneZ



Logistic Regression
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What is logistic regression?

It is used to determine model parameters when dependent variables are binary rather than 

continuous 

For example,

cell division, 0 or 1

Cancer diagnostic, cancer/not

Voting yes/no

Mortality alive/death

Product-marketing, sold/not sold

Arrived/delayed

The results of these data is not continuous as you have seen 

in multivariable linear regression

Logistic model can be used to make prediction for binary 

results 



Logistic Regression

If a response variable such as yes/no or success/failure response variables., we 

cannot use linear regression models where it assumes a normal distribution. 

Think about a cancer patient diagnosis whether a patient either have a cancer or 

not a cancer

One type of model that can be used is called logistic regression. We think in 

terms of a binomial model for the two possible values of the response variable 

and use one or more explanatory variables to explain the probability of success. 

P(Y=1|beta)= exp(b(1)+b(2)x) / 1+exp(b(1)+b(2)x)

x= binary or cont

y= binary

b(1) and b(2) are coefficients



if y response variable is discrete 

Y= P(Y=0) + P(Y=1)  

Logistic function

it can be defined as 

f(x)= exp(x) / 1+exp(x)

f(x) or y values always falls in range between 0 and 1



Solutions: Logistic regression

Logistic regression is the best model if response variable is binomial. Because it uses a fitting

method that is appropriate for the binomial distribution. 

Predicted proportions/probability values are   present in the range from 0 to 1.

In matlab we use glmfit function to fit our data to a logistic model. 
This function returns coefficient estimates for a linear 

regression of the responses Y (f(x)) on the

independent variable X



%logistic regression

[logitCoef,dev,stats] = glmfit(geneX,[cancer 

tested],'binomial','logit');

In Matlab,



%logistic regression

[logitCoef,dev,stats] = glmfit(geneX,[cancer tested],'binomial','logit');

logitFit = glmval(logitCoef,geneX,'logit');

figure(3)

plot(geneX,proportion,'bs', geneX,logitFit,'r-','markersize',16);

Glmval is uses to compute the predicted values for the model



glmfint: Logistic model coefficients



P(Y=1|beta)= exp(b(1)+b(2)x) / 1+exp(b(1)+b(2)x)



Coefficients are estimated by using a maximum likelihood estimation method where 

coefficients maximizes the prediction of observed values in the data

log(odds) = b0 + b1x = −12.12+ 0.45x 

points on a line represents the highest points in the 

probability distribution



Machine learning and Deep learning 

with Python



• There are many different machine learning models

Including 

Random Forest

Logistic Regression 

Decision trees

Support Vector
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Machine Learning

It is the learning process for understanding the data sets 

and use this knowledge to answer the questions.

Can be used to discover for new knowledge.

Our goal is to help you to understand the model selection 

within the machine learning that can be used to solve the real 

world problems

The goals are 

• To improve the learning system and apply learning 

systems

• To perform the learning with these systems and train 

your model

• To apply the model and answer the questions



Supervised learning  

Unsupervised learning  

Semi-supervised learning  

Reinforcement learning

Machine Learning Types

Supervised learning Unsupervised learning  

supervised learning require supervision to train the model. This 

supervision is necessary for classification where we have labeled 

data on which we train the model to predict the labels of the 

unseen data. 



Scikit_learn library



Scikit_learn library



Example 1: Reading handwritten digits with 

deep learning



Deep learning with python

Forward Propagation
The value of each output neuron can be calculated as the following :

b is the bias

We find the most 

optimum weights for 

each output



Training the data with a known 

values
output1, output2, output3, 

output42=trainingdata(X_train, Y_train, 0.10, 500)

for i in range(80): 

test_prediction(i, W1, b1, W2, b2)



Example 2: Inhibitors to control cell motility



Unsupervised machine learning methods

Example: Principal component analysis



Principal Component Analysis :

It is an example of unsupervised machine learning 



Principal Component Analysis :

It is a geometry based transformation of the numerical data

Mainly used 

Dimensionality reduction

Higher dimensional data plotting in lower dimensional space

Data classification for machine learning algorithms

Unsupervised Learning

no supervision from the data are used while training the 

model.

We check if any clusters are present

The discovered labels (for example with kmeans method) 

then become the basis for classifying any new unseen 

data.



Principal Component Analysis :

It is an example of unsupervised machine learnign

• PCA is a mathematical method to analyze 

complex and large data sets.

• Covariance can be considered to be a measure of how 

well correlated two variables are.



Lets start with a simple example:
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Can we transform the coordinate system?  



Statistics review

Mean

Variance : Determines the spread of only one variable. It 

measure 1 dimension and independent of other dimension. 

Covariance: Determines how two variables are related. It is 

always the measured between 2 dimensions.  



Is there any other way to represent the data?
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to transform 

the information 

Y’

X’

Find the regression line by linear fitting. It represents the largest variance in

the data.

X’ is the measure of the size. 

Y’ 

Linear regression line



Y’

X’

We can also determine the signal to noise ratio qualitatively 

by changing the coordinate system 

X’ is an indication of variance of signal σ2
signal

Along the Y’ axis, we observe the variance of noise σ2
noise

Signal-to-noise ratio (SNR) = σ2
signal / σ

2
noise





What if we are interested in many drugs? How to find the 

new basis?

PCA is a tool that helps to find the relation of variables.

Which of the drugs are related?

What are the drugs that are active for target proteins but not 

for others?

Type 

of

drugs

Type of features
Colors define the intensity

features drugs

Intensity



PCA for drug discovery



Silhouette score is used to determine 

the optimum number of clusters

Random state=0



Finding the class of each compounds and compare it 

with inhibitor/inactive map









Is there any clustering of drug molecules? 

Transforming 

information in 

multivariable data set
Y = P A



2. Building large network of drugs: construct a graph that show

the dependency of these drug molecules

1. Prediction of the class of drugs: The key drugs can be

identified. The effectiveness of these drugs can be predicted.

What information can be obtained in computational study of drug 

molecules?

PC1
PC2

PC3



Lets start with a simple example:
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Statistics review

Mean

Variance : Determines the spread of only one variable. It 

measure 1 dimension and independent of other dimension. 

Covariance: Determines how two variables are related. It is 

always the measured between 2 dimensions.  



Is there any other way to represent the data?
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to transform 

the information 
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Find the regression line by linear fitting. It represents the largest variance in

the data.

X’ is the measure of the size. 

Y’ is the ratio of cell survival to gene expression

Gene expression

Linear regression line



Y’

X’

We can also determine the signal to noise ratio qualitatively 

by changing the coordinate system 

X’ is an indication of variance of signal σ2
signal

Along the Y’ axis, we observe the variance of noise σ2
noise

Signal-to-noise ratio (SNR) = σ2
signal / σ

2
noise





What if we are interested in many genes? How to find the 

new basis?

PCA is a tool that helps to find the relation of variables.

Which of the genes are expressed at the same time in 

cancer vs normal cells?

What are the genes that are expressed in cancer cells but 

not normal cells?

How the expression changes over time? 

Time

or 

tissue 

type

Type of gene
Colors define the intensity 

values

Time
Gene Type

Intensity



Is there any clustering of these genes? 

Transforming 

information in 

multivariable data set
Y = P A



2. Building large network of genes: Complex data analysis is

performed to learn the gene expression and construct a graph

that show the dependency of expressed genes

1. Prediction of the class of these gene : The key genes can be

identified. The expression of these genes can be used to predict

the type (cancer or normal) of cell sample.

What information can be obtained in computational genetics?

PC1
PC2

PC3



Gene expression can also be probed for effect of toxic 

compounds, ions, different peptides etc. 

Time

Toxic compounds

Different Ions

Small molecules

Different Peptides

Cell types

Etc. 

Gene Type

Intensity

What genes are most important? So the largest 

eigenvalues?

What is relative significance of these genes?

Can we identify the function of unknown genes?



Y = transformed matrix.

P = Principal Component

X = Data Set or Covariance of X 

Prove of Y (transformed matrix) solution by SVD

Many iterations are needed to find S.



Multivariable 

Gene expression data

X-Y plot 

Y-Z plot 

X-Z plot 



Covariance matrix of multiple variables

Diagonal indicates the variance of a variable by itself 

co(1,1) co(1, 2) co(1,3) co(1, 4)

co(2,1 co(2,2) co(2,3) co(2, 4)

co(3,1) co(3, 2) co(3,3) co(3, 4)

co(4,1) co(4, 2) co(4,3) co(4, 4)

Cov(gene) = 

100 by 100 covariance 

matrix.

It is a symmetric 

matrix

4by4



Covariance Matrix of 100 by 100 genes

We need a mathematical tool to find he vectors that 

demonstrates the largest variance in the covariance matrix.

Remember many principal axis (number of variables) are 

present, but only a few of them describe the largest 

variance. 



PCA by SVD

We can use SVD to perform PCA. We decompose A using SVD.

PCA seeks a linear combination of variables such that the

maximum variance is extracted from the variables.

A = USV

It approximates a high-dimensional data set with a lower-dimensional linear small set. It still 

contains most of the information in the large set.

Original 

axis

Principal 

Component 1

Principal 

Component 2



Singular Value Decomposition (SVD analysis)

It is a mathematical matrix decomposition method or tool  to 

analyze complex data and answer important questions.

It is used extensively for 

It is very easy to use it and rich information can be obtained 

from data.



The main idea in PCA is to reduce the dimensionality of our 

data A by approximating A as a sum of rank matrices. 

An = uis ivi

T

i=1

n

å Rank 

matrix

A



Singula value decomposition to calculate eigenvalue

li = Eigenvalue

Abi = li xi

bi, xi = Eigenvector(principalcomponents)

The columns bi and xi of B and X are called the left and right 

eigenvectors respectively, and the diagonal elements λi of λ are 

called the singular values (eigenvalues). 

Abi is in the direction of xi

Abi = li xi AV =US



Singular Value Decomposition (SVD) of a rectangular matrix A

is a decomposition of the form

A = U S VT

U and V are orthogonal matrices, and S is a diagonal matrix. 

U is mn and orthonormal

S is nn and diagonal

V is nn and orthonormal

AV =US
AVVT =USVT

VVT =1

A=USVT
Singular value decomposition of A. SVD 

can be written always for A . 

S= DIAG(l1,l2,..........,lm)

s1= li
Eigenvalues of AAT or ATA



PCA uses the SVD in its calculation

In PCA, we basically find eigenvalues and 

eigenvectors of covariance matrix.

C= AAT/N        σaσb=0        highly uncorr.    

σaσb=σa
2        correlated
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IMPORTANT:

si on the diagonal are called the singular values 

(eigenvalues) of A.

The columns of U represents the principal components 

(eigenvectors) of matrix A. 



Why eigenvalues are important?

Considered as characteristic tool of the matrix.

For example you tell if a large sets of genes are expressed at

certain time but not the other

Briefly, the eigenvalue for a given factor measures the

variance in all the variables which is accounted by that factor.

Largest eigenvalues gives the principal axis where the

variance is largest along the corresponding principal axis.

EIGENVALUES

The ratio of eigenvalues : 

It is extremely important. If a factor has a low eigenvalue, the

variance in the variables can be explained less significantly by

the eigenvalues.



Eigenvalues of Covariance Matrix

First few Pc represent the 

most important features of 

data.

PC1 and PC2 represent the 

largest variance for cells



310 genes



Classify Cells using only PC1

Projection of cells over PC1



PC5

And 

PC6

How many principal components do we need?



Here I checked the 

inner squared 

distance (minimum 

variance)



Genes 73,214, 258 

Genes 68, 182, 132 

Genes might change the function of cells.

Or we may say that genes with same pattern may have a 

link in cells





Clustering genes with cells 



X-Z plot

Change the perspective (plane) helps visually finding relations 

between cells and genes 

Zoom in 





1. Cells 6 and 7 are related

2. Cells 1 and 2 are related

3. Cell 6-7 and cells 1-2 are inversely proportional or 

they have a different levels of gene expression.

Are they different cells?

Can we say that

6 and 7 are abnormal cells?

Or 

They may have a different

function?

Their function can be addressed 

by looking what genes are expressed

Cell relation using dendrogram



1. Eigenvectors and eigenvalues always come in pairs.

2. Eigenvalues is the scaling factor of the vector.

3. Every matrix has SVD.

4. The eigenvalues can be determined and those values 

can be S1 ≥ S2 ≥ S3 ≥ ……Sn > 0


