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Machine learning with Matlab

It teaches the computer to think like humans. The data is 

provided and interpret to build a model

Supervised learning Unsupervised learning

Classification Regression

• Linear Reg

• Logistic Reg

• Gaussian model

• Nearest Neighor

• Naïve Bayes

• Support Vector machines

• Random Forest

• Neuronal Networks

• Kmeans

• Hidden markov model 

• Hieracrhical model



Regression

It is used to predict continuous values

• Linear

• Logistic models

Examples,

• Predict if a person have a risk of

disease

• The price of an apartment

• The expression levels of a protein

Classification

• Used to predict the label of given data, 

• Single-class or multi-class models

• What is the label of a given handwritten number? 

• Is the good healthy or not?

• Dou you get a low and high grade?



Machine learning for biology

Alphafold

Machine learning for self driving cars



Example: Hand written recognition
Classic problem in machine learning

Problem: Can we teach the computer to read 

the hand written digits ?





Can you predict the following hand written digit? Is it 1 

or 2?

Labels   

2  2  2  

Is it 1 or 2?  

As we humans, computers also make mistakes! 

How to reduce error rate?

1. Use many training samples

2. Use many features



Step 1:

Convert the images into a linear form      

Step 2:

Separate data into test and test set



Step 2:

Separate data into train and test set



• Used for multiclass classification. 

• It is an iterative process for splitting data into partitions 

and split them further into branches

• The method based on finding features that splits data.

• We create a model that predicts the label of a target 

variable by learning decision rules extracted from the 

data features. 

Classification Tree



people gender Age 

<40

Pass 

or fail

1 1 1 1

2 1 1 1

3 1 0 0

4 1 1 0

5 0 1 1

6 0 0 0

7 0 1 1

8 0 0 0

Data

femalemale

Age<40 Age<40Age>40 Age>40

Pro, 1 Pro, 0

Label,1 Label,0 Label,1

Pro, 0.66 Pro, 0

Label,0

Build a simple Classification Tree for fail or pass the course

Test samples: a) male, 

age>24

b) Female, age  

Female=1

Male=0
Age<40=1

Age>40=0

Feature1: Feature 2:



Features

Data

Feature 1

Pro, 0.89

Label,0
Label,8

Feature 1

Feature 2 Feature 2 Feature 2 Feature 2

Feature 3

Pro, 0.92

Feature 3





Compare predicted and true labels



Other examples for decision tree

• A decision tree is a set of simple rules, for example if the sepal length is less than 5.00, classify the specimen 

as setosa. 

• Decision trees are nonparametric model because they do not require any assumptions about the distribution 

of the variables in each class.



Data:









Deep learning

• Based on the principles of learning

• Composed of linked neurons

• İncludes input, hidden and output

layers

Represented as network diagrams



Applications

• Medical diagnosis (flu, cold, bacterial)

• Fraud detection in banking (valid or fraud 

transactions)

• Image classification (cat, dog, cow,…)

• Drug discovery (inhibitor or not)

• Chemical synthesis (route selection or organic 

synthesis)

• Genome analysis (cancer risk or not)

• Spam filter (spam email or normal)

• Language models, (What does it say?)



• Suppose we want to classify the students if they 

have low 0 or high grade 1. 

1 0

2 1

3 0

4 1

5 1

6 1

7 1

8 0

features

o
b
s
e
rv

a
ti
o
n
s

labels

AA,BA,BB, CB 1

Less than CB 0

Label={l1,… ln}

Label={0,1}

Label={1,2,3,4,5,6,7,8,9,0}

Label={Turkiye, France,…}



• Binary or Boolean classification when labels=2

• Multi-class classification when label>2



Another example,

Is it cat or not?

How do we learn objects at early age? 

• Learning theory states that as we learn things it 

strengths the link between neurons.

• Deep learning was inspired from this principle that 

help us to learn things around us.



Covert 2d Image to 1d Array

Used to convert 2D to 1D array

• y = reshape(repmat(ylabel,1100,1),11000,1);



Example

How do you learn if the object on the Picture is cat?

0=Not 

Cat

1=Cat

Untrained

neurons

trained

neurons

All equal

weights

1

1

0

1

1

1

1

1

0

The connection between the 1st neuron in the input layer

and 1st layer in hidden layer gets stronger

1

0

0

CatCat CatDog



Not Cat

Cat1

1

0

0

0

1

• Observing more cats strengten the connections between

some neurons.

• The strength in deep learning are represented by weigths

(w). When the neuron in the hidden layer receives enough

input

IN2

HN1

HN3 HN: Hidden neurons
IN: Input neurons

IN1

IN3



Cat1

1

0

0

0

1

IN2

HN1

HN3

IN1

IN3

Adding more features to DL model

.

.

.

N number of features

Dog

Others

M number of class



Example:







Pretrained networks






